
 

DUCKDUCKGO TRANSPARENCY REPORT (REGULATION (EU) 
2022/2065) 

In accordance with the requirements of Regulation (EU) 2022/2065 (the EU Digital Services Act 
or DSA) for Online Search Engines, DuckDuckGo provides the following report on content 
moderation activities engaged in during the period of 17 February –31 December 2024. 
 
DSA Article 15(1)(a): Government Orders from Member States 

• The number of orders received from Member States’ authorities to act against illegal 
content provided by recipients of the service,1 categorized by the type of illegal 
content concerned and the Member State issuing the order. 

None 
 
• The number of orders received from Member States’ authorities to provide specific 

information about one or more individual recipients of the service in the context of 
illegal content-related incidents, categorized by the type of illegal content concerned 
and the Member State issuing the order. 

None 
 
• The time needed to inform the authority issuing the order, or any other authority 

specified in the order, of its receipt, and to give effect to the order. 
 

Not applicable 
 

DSA Article 15(1)(c): Own-Initiative Content Moderation 

• Meaningful and comprehensible information about the content moderation engaged 
in at the provider’s own initiative, including the use of automated tools, and the 
measures taken to provide training and assistance to persons in charge of content 
moderation. 

 
None 

 
• The number and type of measures taken that affect the availability, visibility, and 

accessibility of information provided by the recipients of the service, categorized by 
the type of illegal content or violation of the terms and conditions, by detection 
method and by the type of restriction applied. 

Not applicable 
 
• The number and type of measures taken that affect recipients’ ability to provide 

information through the service, and other related restrictions of the service, 
categorized by the type of illegal content or violation of the terms and conditions, by 
detection method and by the type of restriction applied. 



 

None. 
 
 
DSA Article 15(1)(d): Appeals 

• Number of complaints received through the internal complaint- handling system 
provided for recipients of the service to lodge complaints against decisions whether or 
not to remove or disable access to information provided by a recipient of the service, 
restrict visibility of information provided by a recipient of the service, suspend or 
terminate the provision of the service, in whole or in part, suspend or terminate a 
recipient’s account, or restrict a recipient’s ability to monetize information provided. 

None 
 

 
DSA Article 15(1)(e): Automated Content Detection 

• Any use made of automated means for the purpose of content moderation, 
including a qualitative description, indicators of the accuracy and the possible 
rate of error of the automated means used in fulfilling those purposes, and any 
safeguards applied. 

None 
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